Searching for models of thermo-chemical convection that explain probabilistic tomography
I. Principles and influence of rheological parameters
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A B S T R A C T

Recent seismological observations indicate that strong lateral density anomalies, likely due to compositional anomalies, are present in the deep mantle. We aim to identify models of thermo-chemical convection that can generate strong thermo-chemical density anomalies. For this, we explore the model space of thermo-chemical convection, determine the thermal and chemical density distributions predicted by these models, and compare their power spectra against those from probabilistic tomography. We conduct 3D-Cartesian numerical experiments using STAG3D, in which we prescribed an initial layer of dense material at the bottom of the system. We focus on the parameters of the viscosity law, including the compositional (\(R_{c}/\text{SYN}_{c}\)), 660 km (\(R_{660}/\text{SYN}_{660}\)), depth (\(R_{z}/\text{SYN}_{z}\)), and thermal (\(R_{T}/\text{SYN}_{T}\)) viscosity contrasts, and report strong differences in the pattern of thermo-chemical convection depending on the values of these ratios. For small (\(\leq 0.1\)) values of \(R_{c}/\text{SYN}_{c}\) dense and regular materials quickly mix, whereas for large (\(\geq 10^{2}\)) values of \(R_{c}/\text{SYN}_{c}\) the layer of dense material remains stable. Only moderate (0.1–10) \(R_{c}/\text{SYN}_{c}\) predict patterns that can maintain chemical density anomalies that fit seismic observations over long periods of time. A large (\(\geq 10^{2}\)) \(R_{660}/\text{SYN}_{660}\) acts as a filter for dense material, maintaining strong lateral chemical density anomalies in the lower mantle, but the power spectra of these distributions do not fit seismic tomography in the long term. A large (\(\geq 10^{4}\)) \(R_{T}/\text{SYN}_{T}\) maintains strong density anomalies everywhere in the lower mantle, including pools of dense material at the bottom of mantle, which fits seismic tomography well. A successful model of thermo-chemical convection (in the sense that it fits seismological observations well) might thus include a moderate (0.1–10) compositional density contrast and/or a strong (\(\geq 10^{4}\)) thermal viscosity contrast. The influence of other important parameters, including the buoyancy ratio, the Clapeyron slope at \(d = 660\) km and the fraction of dense material, are explored in a companion paper.

© 2008 Elsevier B.V. All rights reserved.

1. Introduction

More than three decades have passed since the first numerical models of mantle convection were designed (e.g., Moore and Weiss, 1973; McKenzie et al., 1974). However, the mode of mantle convection is still highly debated. A major difficulty in finding a successful model is that the Earth’s mantle includes numerous complexities compared to classical Rayleigh–Bénard convection (e.g., among the most important, viscosity variations with temperature, phase transitions, mode of heating). In addition, a successful model must be consistent with observations and constraints from various fields, including geochemistry, seismology, gravimetry, and mineral physics.

A major constraint, which arose and gained increasing support in the past decade, is the presence of strong density variations in the lower mantle (Ishii and Tromp, 1999; Resovsky and Trampert, 2003; Trampert et al., 2004), likely due to chemical variations (Forte and Mitrovica, 2001; Karato and Karki, 2001; Saltzer et al., 2001; Deschamps and Trampert, 2003). Thermo-chemical convection might thus be a key ingredient for a successful model of mantle convection. Analogical experiments (Olson and Kincaid, 1991; Davaille, 1999; Jellinek and Manga, 2002) and numerical models (Christensen and Hofmann, 1994; Kellogg et al., 1999; Tackley, 1998b; Tackley, 2002) observed a variety of flow patterns, from strong stratification to more complex structures, depending on the chemical density contrast between the dense and regular material and the fluid properties.

The increase in complexity of convection models opened new perspectives in the comparison between geophysical observations and models of mantle convection. Global tomography provides so far the best constraints on the 3D structure of the lower mantle, but
its interpretation is not unambiguous (Trampert and van der Hilst, 2005). Two crucial ingredients are independent constraints on the mass density, and a careful equation of state modeling (Deschamps and Trampert, 2003; Trampert et al., 2004). In a previous paper (Deschamps et al., 2007), we developed a method to test density distributions predicted by thermo-chemical convection against those from probabilistic tomography, which we applied to snapshots from various runs. These comparisons showed that a stable layer of dense material does not explain probabilistic tomography. Piles of dense material entrained upward provide a better explanation, but are short-lived structures that develop early in the run history. They may not explain the present tomography.

Searching for successful model(s) of mantle convection requires an extensive exploration of the model space of thermo-chemical convection over time sequences comparable to the age of the Earth, and careful comparison with available geophysical constraints. An important question is how to maintain density anomalies in the bottom of the mantle for a long period of time. Previous studies showed that a dense layer is able to survive thermal convection over 4.5 Gyr and more, provided that the buoyancy ratio is large enough (Tackley, 2002; Samuel and Farnetani, 2003; Zhong and Hager, 2003; van Thienen et al., 2005). However, a stable layer of dense material with no or weak topography does not fit seismic tomography (Deschamps et al., 2007). In this paper, we extend the approach of Deschamps et al. (2007). We then explore the influence of the parameters of the viscosity law on the flow pattern and the distribution of thermal and chemical density anomalies, and compare these distributions against those from probabilistic tomography (Trampert et al., 2004).

Parameters of the viscosity law control the viscosity variations with depth, temperature and composition. Depth- and temperature-dependence were introduced to model the pressure and thermal dependence of mantle minerals creeping laws (e.g., Weertman, 1970). Additional complexities of creep laws include the grain-size dependence, the role of fluids, and the stress exponent. Temperature-dependent viscosity attracted a particular attention (e.g., Christensen, 1984; Ogawa et al., 1991; Moresi and Solomatov, 1995). High viscosity contrasts due to temperature variations result in a stagnant lid regime (e.g., Davaille and Jaupart, 1993; Moresi and Solomatov, 1995; Deschamps and Satin, 2000) that is relevant to model convection in the mantles of Venus (Solomatov and Moresi, 1996) and icy satellites (Deschamps and Satin, 2001), but fails to explain plate tectonics regime as observed on the Earth. Self-consistent modeling of plate tectonics requires the prescription of more complex rheologies at the top of the system (Tackley, 1998a). When studying whole mantle convection, such complex rheologies can be neglected, and a Newtonian rheology, associated with diffusion creep, is well suited (Karato and Wu, 1993). Temperature- and depth-dependent viscosity remain however important ingredients, in particular for thermo-chemical convection (McNamara and Zhong, 2004). In addition, both geoid (Hager and Richards, 1989) and post-glacial rebound (Nakada and Lambeck, 2001; Forte and Mitrovica, 1996) data suggest that the lower mantle is more viscous than the upper mantle by about one order of magnitude. Finally, it is reasonable to consider that dense and regular materials have different viscosities.

Other important parameters include the Rayleigh number, the buoyancy ratio, and the Clapeyron slope of the 660 km phase transition. We explore these parameters in a companion paper (Deschamps and Tackley, submitted for publication).

2. Experimental setup

We conducted numerical experiments using a 3D-Cartesian version of STAG3D (Tackley, 1998b; Tackley, 2002), which solves the non-dimensional conservative equations of mass, momentum, energy, and composition for an anelastic, compressible fluid with an infinite Prandtl number. Calculations are made on staggered grids of 128 x 128 x 64 points, with aspect ratio equal to 4. Grids are vertically refined at the top and at the bottom of the box. Scalar and vectorial quantities are calculated at the center and on the sides of each cell, respectively. At each time step, the conservative equations are solved using a Jacobi relaxation method. In addition, to speed up the convergence of the momentum equation, we used a multi-grid algorithm (e.g., Stüben and Trottenberg, 1982). Time-stepping (in conservations of energy and composition) is achieved by an explicit MPDATA (Smolarkiewicz, 1984) algorithm for advective terms, and a second-order finite difference scheme for diffusive and other terms. Runs are stopped at a non-dimensional time \( t = 0.0106 \), which correspond to a dimensional time of 4.5 Gyr. Previous studies (e.g., Davies, 2002) performed runs over longer periods of time to account for the possibility that convection was more vigorous in the past. In many cases, however, a quasi-stationary pattern (i.e., the average altitude of dense particles, Eq. (6), and the RMS of velocity are oscillating around constant values) is reached before the end of the run, and extending the run further in time would not significantly modify the thermal and chemical structures.

All boundaries are free-slip. The system is cooled on the top and heated both from below and from within. The heating rate for dense material is increased by a factor 10 compared to regular material, and the heating rate of the mantle is adjusted to give a total heat production equivalent to a heat flux of 65 mW/m\(^2\). Because the MORB source region appears depleted in heat-producing elements, it is reasonable to assume that the concentration in radiogenic elements is higher in dense material than in regular material (Kellogg et al., 1999). The value of the compositional heating ratio (\( R_H \)) we imposed is somewhat arbitrary, and one may wonder about the influence of \( R_H \) on the mode of convection. We explored values of \( R_H \) in the range \( 10^{-1} \) to \( 10^{3} \), and found that the influence of \( R_H \) is small compared to that of other parameters. The flow patterns of these cases are similar to that for the reference case, the time averaged of the RMS velocity are nearly constant around 1300, and the estimated mixing times (defined in Section 4.1) vary between \( 5.7 \times 10^{-3} \) and \( 4.8 \times 10^{-3} \). This result contrasts with a recent study in 2D-Cartesian geometry (van Thienen et al., 2005), which reports a moderate but significant dependence on \( R_H \). This discrepancy might be explained by the difference in geometry.

The chemical field is modeled using 10 million tracer particles of two types, one for the regular material, and one for the dense material (Tackley and King, 2003). Tracers are advected following a 4th order Runge–Kutta method. The number of particles of dense material is fixed by prescribing the fraction of dense material, \( X \). Dense particles are initially distributed in the bottom of the system, leading to a dense layer of (non-dimensional) thickness \( h_{DL} \). Numerically, \( h_{DL} \) is equal to the initial volume fraction of dense material, \( X \). The concentration of dense particles \( C \) is measured in each cell, and varies between \( C = 0 \) and \( C = 1 \) for a cell fully filled with regular and dense material, respectively. The density contrast between dense and regular material, \( \Delta \rho_C \), creates negative buoyancy that acts against the positive thermal buoyancy. The relative strength of chemical buoyancy is usually measured by the buoyancy ratio

\[
B = \frac{\Delta \rho_C}{\Delta \rho_T}
\]

(1)

where \( \Delta \rho_T = \alpha_S \rho_S \Delta T_S \), \( \alpha_S \) and \( \rho_S \) are the thermal expansion and density at zero pressure, and \( \Delta T_S \) the superadiabatic temperature difference across the system. In the present study, we fixed the fraction of dense material and buoyancy ratio to \( X = 10\% \) and \( B = 0.2 \), respectively. Taking \( \alpha_S = 5.0 \times 10^{-4} \) K\(^{-1} \), \( \rho_S = 3300 \) kg m\(^{-3} \),
and $\Delta T_s = 2500\,\text{K}$, the density contrast between dense and regular material is thus $\Delta \rho_d = 82.5\,\text{kg}\,\text{cm}^{-3}$.

Viscosity depends on temperature, depth, and composition. Depth-dependence consists of an exponential increase with depth, and a viscosity jump $R_d^{660}$ at $d = 660\,\text{km}$ depth (non-dimensional depth $z = 0.228$). The exponential increase is controlled by a non-dimensional parameter $V_a$, which models the activation volume. Temperature-dependence is exponential and controlled by a non-dimensional parameter $E_a$, representing the activation energy. Finally, the compositional dependence is also exponential and controlled by the ratio between the viscosities of the dense and regular materials, $R_{d\mu_c}$. By analogy with the thermal and depth dependences, it is convenient to define a chemical potential $\Lambda_d$, which in our case is numerically equal to $\ln(R_{d\mu_c})$. The non-dimensional viscosity (with respect to the surface viscosity, $\mu_s$) can thus be written:

$$
\mu(z, T, C) = \exp[V_a z - E_a T + \Lambda_d C] \quad z < 0.228,
$$

$$
\mu(z, T, C) = \Delta \mu_{660} \exp[V_a z - E_a T + \Lambda_d C] \quad z > 0.228,
$$

where $T$ is the non-dimensional temperature, and $z$ the non-dimensional depth.

Because the fluid viscosity, thermal expansion, thermal diffusivity and density are allowed to vary throughout the system, the definition of the Rayleigh number is non-unique. As input, we prescribe the surface Rayleigh number:

$$
Ra_s = \frac{\alpha g \rho_0 \Delta T_s D^3}{\mu_s \kappa_s},
$$

where $g$ is the acceleration of gravity, $D$ the mantle thickness, and $\kappa_s$ the surface thermal diffusivity. The surface Rayleigh number remains constant during the entire run (surface values of all parameters are assumed constant with time), and in all the calculations shown in this paper we prescribed $Ra_s = 10^8$. In contrast, the effective Rayleigh number $Ra_{eff}$, calculated with the properties of the material of the well-mixed interior, does vary with time. The value and time evolution of the effective Rayleigh number strongly depends on the model parameters. In the reference case, $Ra_{eff}$ drops by 15% after the onset of instability of the dense layer, and remains constant around $10^6$ during the rest of the run. For a large ($\geq 10$) compositional viscosity contrasts, $Ra_{eff}$ is smaller, around $10^5$, and slightly increases with time. The effect of temperature-dependent viscosity is more significant. In the case $R_{d\mu T} = 10^6$, for instance, $Ra_{eff}$ increases from $1.4 \times 10^5$ to $2.2 \times 10^5$ during the run duration. Variations in time of the surface Rayleigh number (due to variations in the surface viscosity, density, and thermal expansion) are however not accounted for in our calculations. This may induce small biases in the evolution of the system, in particular if the Rayleigh number was larger in the past (Davies, 2002).

Compressibility induces an additional sources and sinks of heat that are controlled by the dissipation number. Again, the definition of this number is non-unique. The dissipation number as a function of depth is given by

$$
Di(d) = \frac{\alpha (d) g D}{C_P},
$$

where $C_P$ is the heat capacity, which we assumed to be constant with depth. In all our experiments, the surface and volume average dissipation numbers are $Di_s(1.2$ and $Di_v = 0.43$, respectively. A phase transition at $d = 660\,\text{km}$ is implemented, but we imposed a zero Clapeyron slope.

Conservative equations involve reference profiles for thermo-dynamic parameters, including density, thermal expansion, and temperature. Reference profiles are calculated using an appropriate thermodynamic model (Tackley, 1996; Tackley, 1998b), and scaled

| Table 1 |
| Parameters and scalings |
| Parameter | Symbol | Value | Units | Non-dimensional |
| Non-dimensional parameters | | | | |
| Surface Rayleigh number | $Ra_s$ | | | $10^8$ |
| Buoyancy ratio | $B$ | | | 0.2 |
| Volume fraction of dense material | $X$ | | | 0.10 |
| Initial thickness of the dense layer | $H_0$ | | | 0.10 |
| Surface dissipation number | $Di_s$ | | | 1.2 |
| Volume average dissipation number | $Di$ | | | 0.43 |
| Total internal heating | $H_i$ | | | 65 mW m$^{-2}$ |
| Compositional heating ratio | $RH_c$ | | | 25 |
| Compressibility induces an additional sources and sinks of heat that are controlled by the dissipation number. Again, the definition of this number is non-unique. The dissipation number as a function of depth is given by |
| Physical and thermo-dynamical parameters (dimensional) | | | | |
| Acceleration of gravity | $g$ | | | 9.81 m s$^{-2}$ |
| Mantle thickness | $D$ | | | 2891 km |
| Superadiabatic temperature difference | $\Delta T_s$ | | | 2500 K |
| Reference geotherm | $T_m$ | | | 1600 K |
| Surface density | $\rho_s$ | | | 3300 kg m$^{-3}$ |
| Density jump at $d = 660\,\text{km}$ | $\Delta\rho_{660}$ | | | 400 kg m$^{-3}$ |
| Surface thermal expansion | $\alpha_s$ | | | $5.0 \times 10^{-5}$ |
| Surface thermal diffusivity | $\kappa_s$ | | | $6.24 \times 10^{-7}$ m$^2$ s$^{-1}$ |
| Heat capacity | $C_P$ | | | 1200 J kg$^{-1}$ K$^{-1}$ |
| Surface conductivity | $\kappa_s$ | | | 3.0 W m$^{-1}$ K$^{-1}$ |
| Surface Gr"uneisen parameter | $\gamma_s$ | | | 1.091 |
| Viscosity law | | | | |
| Surface thermal viscosity | $\mu_s$ | | | $1.6 \times 10^{23}$ Pa s |
| Viscosity ratio at $d = 660\,\text{km}$ | $R_{H_{660}}$ | | | 1.0–300 |
| Compositional viscosity ratio | $R_{\mu_e}$ | | | $3.2 \times 10^{-3}$–$10^3$ |
| Depth viscosity ratio | $R_{\mu_\rho}$ | | | $1.0 \times 10^4$ |
| Thermal viscosity ratio | $R_{\mu_T}$ | | | $1.0 \times 10^7$ |
| Dimensional scalings | | | | |
| Velocity | $v$ | | | 1.0 cm yr$^{-1}$ |
| Time | $t$ | | | 424 Gyr |
| Heat flux | $\phi$ | | | 2.6 mW m$^{-2}$ |
| Internal heating rate | $H$ | | | $2.72 \times 10^{13}$ W kg$^{-1}$ |
with respect to their surface value (except temperature, which is scaled to $\Delta T_S$). The thermodynamic parameters we used to build the reference state are listed in Table 1, together with other physical parameters and scalings. Note that we assumed a density jump at $d = 660$ km, but not at $d = 410$ km.

To avoid the transient phase in which the dense layer heats up, the temperature field is initialized with a geotherm taken from 2D calculations that have reached secular equilibrium, to which we added random 3D perturbations. 2D calculations have similar boundary conditions as the 3D cases, and include a dense layer at the bottom. This initial condition does not influence the flow evolution after the onset of instability of the dense layer.

3. Stability of the dense layer

The layer of dense material at the bottom of the system creates negative buoyancy that stabilizes it. To generate instabilities from this layer, thermal buoyancy must overcome the chemical negative buoyancy. This can be achieved by heating the system during a long enough period of time. Howard (1966) pointed out that a thermal boundary layer becomes unstable if its thickness exceeds a critical value that is determined from a local Rayleigh number. Furthermore, the onset time for the rise of instabilities depends on the properties of the system. A larger viscosity increases the critical thickness of the thermal boundary layer, thus delaying the onset of instability. It is also useful to define a proper Rayleigh number for the dense layer:

$$R_{DL} = \frac{\alpha g \Delta T_{DL} h_c^3}{\mu_{DL} k},$$

and compare it to a critical Rayleigh number, estimated from linear stability analysis. LeBars and Davaille (2002) and Jaupart et al. (2007) performed such analysis and showed that the critical Rayleigh number of about 125. Taking $Ra = 10^8$, $h_{DL} = 0.1D$, and $\Delta T_{DL} = 0.5\Delta T_S$, $R_{DL}$ is larger than the critical Rayleigh number if the viscosity of the dense layer is smaller than the surface viscosity by a ratio of about 400.

To estimate the time of the onset of instability of the dense layer ($t_{onset}$), we calculated the average non-dimensional altitude of dense material:

$$\langle h_c \rangle = \frac{1}{V} \int_V (1 - z) C(x, y, z) \, dV,$$

as a function of time. Initially, $\langle h_c \rangle$ is equal to half the thickness of the dense layer, $h_{DL}$, i.e., it is numerically equal to $X/2$, where $X$ is the volume fraction of dense material. As long as the dense layer is stable ($\langle h_c \rangle$ remains equal to $X/2$), but when the dense layer gets unstable it increases. Time evolutions of $\langle h_c \rangle$ (Section 5, Figs. 3a, 6a and 9a), clearly show that $t_{onset}$ increases with increasing compositional ($R_{MC}$), 660 km ($R_{M660}$), and depth ($R_{MT}$) viscosity contrasts. Note that for $R_{MT} = 10^2$, the dense layer remains stable during the entire run. $t_{onset}$ also increases with increasing thermal viscosity contrast ($R_{MT}$), but the layer gets unstable even for large (at least $10^3$) values of $R_{MT}$.

4. Processing the numerical results

4.1. Estimated mixing time

Mixing time is estimated from the time evolution of the variance in the distribution of composition, $\text{var}(t)$. Following previous studies (Ferrachat and Ricard, 2001; Olson et al., 1984), we first defined the function:

$$\epsilon(t) = 1 - \frac{\text{var}(t)}{\text{var}(t = 0)},$$

and its time integral over the duration of the run, $\int f(t_{\text{run}})$. The function $\epsilon(t)$ varies between zero at $t = 0$ and its statistical limit

$$\epsilon_{max} = 1 - \frac{N - 1}{n_{\text{part}}},$$

where $n_{\text{part}}$ and $N$ are the number of particle tracers and the number of cells, respectively. The integral $\int f(t_{\text{run}})$ varies between $f_{min} = 0$, for a bottom layer that remains strictly stable, and $f_{max} = \epsilon_{max} f_{\text{run}}$, in

Fig. 1. Estimating the mixing time. (a) Comparison between the function $\epsilon(t)\exp(\xi)/[\exp(\xi) - 1]$, where $\xi = (\epsilon_0 t)^{1.5}$ (dotted curves; the value of $\epsilon_0$ is indicated with italic numbers), and the ratio $\epsilon(t)/\epsilon_{max}$ for various cases (thick plain curves; the case considered is indicated on each curve). (b) Comparison between the mixing time estimated from Eq. (9), and the ‘observed’ mixing time, defined as the time at which the function $\epsilon(t)$ (Eq. (7)) reaches 92% of its statistical limit. The gray shaded area covers ±10% around the estimated mixing time.
the (hypothetical) case of a system instantaneously homogenized at $t=0$. Interestingly, $e(t)$ fits reasonably well the family of functions $g(\xi) = c \xi^2 \exp(\xi)/(\exp(\xi) - 1)^2$, where $c$ is a constant and $\xi = (t_0/t)^{1.5}$, except for large values of $R_{\mu 660}$ and $R_{\mu T}$ (Fig. 1a). The function $g(\xi)$ reaches 92% of its maximum value at time $t = t_0$ and tends towards $c$ when $t$ goes to infinity. Note that exponential functions are also used to estimate the mantle degassing time by convective mixing (Coltice, 2005). It is not clear why $e(t)$ is well described by $g(\xi)$. This function is however well known in statistical physics. It describes the temperature dependence of the specific heat of a collection of atoms (modeled by harmonic oscillators) distributed between discrete energy levels. As the temperature of the assembly of atoms increases, a larger number of energetic levels are populated, and the specific heat (which measures the increase in the entropy of the system for a given increment of temperature), increases. We suggest the following analogy. The distribution of particles of dense material is obviously discrete (due to the finite difference scheme we use), and the initial condition (the particles of dense material are all distributed in a basal layer) may correspond to a fundamental, frozen state (all atoms are in the lower energy level). As time increases, convective flow allows the particles of dense material to reach a larger number of locations, and the function $e(t)$ (which measures the time evolution of the mixing efficiency of the system, and therefore of its entropy) increases. To estimate the mixing time $t_{\text{mix}}$, we thus solve the equation:

$$f(t_{\text{run}}) = e_{\text{max}} \int_0^{t_{\text{run}}} \frac{\xi^2 \exp(\xi)}{[\exp(\xi) - 1]^2} \, d\xi, \quad \xi = \left(\frac{t_{\text{mix}}}{t}\right)^{1.5},$$

following a Newton–Raphson method.

**Fig. 2.** Snapshot of the reference case at $t = 1.4 \times 10^{-3}$ (0.6 Gyr). Parameters of the viscosity law are $R_{\mu z} = 10^{-2}$, $R_{\mu 660} = 30$, $V_0 = 2.303$ ($R_{\mu T} = 10$), and $E_a = 0$ ($R_{\mu T} = 1$). (a and b) Isosurface of the concentration in dense particle, with contour level $C = 0.5$. (c and d) Iso-surfaces of the non-dimensional temperature (relative to average), with contour levels $T - \langle T \rangle = -0.15$ (blue) and $T - \langle T \rangle = 0.15$ (red). (e) Spectral heterogeneity map (SHM) of the chemical density anomalies, $\delta \ln \rho_C$ (Eq. (11)). (f) SHM of the thermal density anomalies, $\delta \ln \rho_T$ (Eq. (10)). SHMs are plotted with both a color scale and contour levels (red curves, interval is 0.2). $h$ is the non-dimensional altitude. (g) Profile of the horizontally average concentration in dense particle, $\bar{C}$. (h) Profile of the RMS of the chemical density anomalies $\delta \ln \rho_C$. (i) Profile of the horizontally average non-dimensional temperature, $\bar{T}$. (j) Profile of the RMS of the thermal density anomalies $\delta \ln \rho_T$. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of the article.)
An advantage of Eq. (9), compared to previous studies (Ferrachat and Ricard, 2001; Olson et al., 1984), is to provide estimates of the mixing time even if the mixing is not completed at the end of the run. However, this approach fails to predict a mixing time when the dense layer remains stable, e.g., for a large compositional viscosity contrast \( R_{\mu C} = 30 \) and more. Similarly, our estimates are strongly underestimated if the mass transfer around \( d = 660 \) km is reduced (large values of \( R_{\mu C} \), or if pools of dense material generate at the bottom of the system (large values of \( R_{\mu T} \)). In cases for which mixing is completed before the end of the run, the value of \( t_{\text{mix}} \) predicted by Eq. (9) agrees very well with the observed time at which \( e(t) \) reaches 92% of the statistical limit \( e_{\text{max}} \) (Fig. 1b).

4.2. RMS flow velocity

The RMS of the flow velocity, \( \text{RMS}(v) \), does not provide a direct measure of the mixing, but is indirectly related to it. The faster the flow, the more efficient the mixing. Another measure of the mixing efficiency is the bulk Lagrangian strain rate (Coltice, 2005). For instance, in the case of a 2D-Cartesian fluid, Coltice (2005) established scaling laws of the processing time as a function of this strain rate. Flow velocity is controlled by various parameters, including the parameters of the viscosity law. All other parameters being equal, a fluid flows more slowly as its viscosity increases. Thus, if the viscosity of the dense material increases, the velocity of thermo-chemical plumes decreases, and mixing gets less efficient. It is difficult to predict \textit{a priori} the influence of the various viscosity variations on \( \text{RMS}(v) \). In the case of a temperature-dependent viscosity, for instance, the top of the system is more viscous and flows slower than average, but the bottom is less viscous and flows faster than average. In most cases (Section 5, Figs. 3b, 6b and 9b), \( \text{RMS}(v) \) sharply increases immediately after the onset of instability, reaches a peak, and decreases again to an intermediate values around which it oscillates during the rest of the run. The amplitude of the maximum of \( \text{RMS}(v) \) strongly depends on the type and amplitude of the viscosity variation. Overall, the time average of \( \text{RMS}(v) \), \( \left( \text{RMS}(v) \right)_{t} \), provide a good estimate of the characteristic amplitude of the flow velocity for each case (Section 5, Figs. 3d, 6d and 9d).

4.3. Lateral chemical and thermal heterogeneities

Thermo-chemical convection provides distributions of temperature and composition that we use to compute relative density variations. At each depth, the lateral density anomalies due to thermal and compositional variations around the average temperature \( \bar{T}(z) \) and fraction of dense particles \( \bar{C}(z) \) at this depth are (Deschamps et al., 2007)

\[
d\ln \rho_T = \frac{\alpha_T \left[ T - \bar{T}(z) \right]}{1 - \alpha_T \left[ T - T_{\text{ref}} \right]} ,
\]

and

\[
d\ln \rho_C = -\alpha_S \Delta T_S \frac{B[1 - \bar{C}(z)]}{1 + \alpha_S \Delta T_S B[1 - \bar{C}(z)]}.
\]

Profiles of the RMS of \( d\ln \rho_T \) and \( d\ln \rho_C \) provide the first hints of the thermo-chemical structure. A stable layer of dense material results in a RMS that peaks around the interface between regular and dense material, and is zero elsewhere. Piles of dense material rising from a dense layer predict a RMS of \( d\ln \rho_C \) that increases with depth down to the top of the dense layer. If dense and regular materials are well mixed, the RMS of \( d\ln \rho_C \) is constant with depth and close to zero. Unfortunately, uncertainties and the vertical parameterization of tomographic models are such that the comparison of RMS profiles from tomography and thermo-chemical convection alone cannot provide a full diagnostic for the mantle convection (Deschamps et al., 2007).

**Fig. 3.** Influence of the compositional viscosity ratio, \( R_{\mu C} \). (a) Average altitude of dense material, \( h_{\text{ref}} \) (Eq. (6)), as a function of time and for various values of \( R_{\mu C} \). (b) RMS of the flow velocity as a function of time and for various values of \( R_{\mu C} \). (c) Estimated mixing time as a function of \( R_{\mu C} \). For \( R_{\mu C} \geq 30 \), dense layer is stable during the entire run, and we cannot give estimate of the mixing time. (d) Time average RMS of the flow velocity as a function of \( R_{\mu C} \). In plots (c) and (d), the reference case is indicated by the red diamond. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of the article.)
More detailed information can be inferred from spectral heterogeneity maps (SHMs, Tackley et al., 1994) of $d \ln \rho_T$ and $d \ln \rho_c$. The SHM of a given 3D distribution is obtained by calculating the 2D Fourier expansion of this distribution at each depth and plotting the resulting power spectrum as a function of the wave number ($k = \sqrt{k_x + k_y}$) and the depth.

### 4.4. Comparison with probabilistic tomography

We decided to test our models of thermo-chemical convection against probabilistic tomography (Resovsky and Trampert, 2003; Trampert et al., 2004) because this model includes a distribution of density anomalies in the lower mantle. Density anomalies are

![Fig. 4](image-url)
essential to resolve the trade-off that exists between temperature and composition. Furthermore, probabilistic tomography provides full probability density functions (rather than mean values only) for anomalies in density and seismic velocity at each point of the model.

A convenient way to compare the distributions of density anomalies predicted by tomography and thermo-chemical convection is to compare their power spectra. Global tomographic models, including probabilistic tomography from Trampert et al. (2004) (hereafter referred to as RT246g), are developed in spherical harmonics, and relevant comparisons requires that we appropriately sum up the Fourier spectra of density anomalies obtained by thermo-chemical convection over the wave number $k$. Assuming that the power per surface unit is the same in the Fourier and harmonic expansions, the signal contained in spherical harmonic degree $\ell$ is obtained by summing the wave numbers that satisfies (Chevrot et al., 1998)

$$\ell + \frac{1}{2} \leq ka \leq \ell + \frac{3}{2}, \quad k = \sqrt{k_x^2 + k_y^2},$$ (12)

where $a$ is the Earth’s radius, and $k_x$ and $k_y$ the wave number along the $x$-axis and $y$-axis. Following this rule, one can expand density anomalies from thermo-chemical convection up to spherical harmonic 32. This is far enough for compar-

![Fig. 5. Power of chemical (three top rows) and thermal (three bottom rows) density anomalies as a function of time and for various values of the chemical viscosity ratio, $R_{\mu c}$. Anomalies are averaged within three layers ($660 \leq d \leq 1200$ km, $1200 \leq d \leq 2000$ km, and $2000 \leq d \leq 2891$ km), and we considered three spherical harmonics ($L = 2$, $L = 4$, and $L = 6$). Gray bands indicate the power spectrum predicted by RT246g within twice its standard deviation.](image-url)
ison with RT246g, which contains degrees 2, 4 and 6 only. Furthermore, one must vertically average the density anomalies from thermo-chemical convection according to the radial parameterization of RT246g. This includes two layers in the upper mantle (24 ≤ d ≤ 410 km and 410 ≤ d ≤ 660 km), and three in the lower mantle (660 ≤ d ≤ 1200 km, 1200 ≤ d ≤ 2000 km, and 2000 ≤ d ≤ 2891 km). Note that because compositional anomalies are parameterized in terms of iron and perovskite anomalies (Trampert et al., 2004), the comparison with RT246g is meaningful only in the lower mantle.

5. Model space search: viscosity law parameters

To illustrate the method described in Section 4, we studied the influence of the parameters of the viscosity law (Eq. (2)) on the convective flow and on the efficiency of mixing. We define a reference case, and vary one parameter at a time, other parameters having values similar to those of the reference case. The surface Rayleigh number, fraction of dense material, and buoyancy ratio are the same values similar to those of the reference case. The surface Rayleigh vective flow and on the efficiency of mixing. We define a reference case from all cases are available as supplementary online material or by the authors on demand.

5.1. Reference case

For comparisons, we defined a reference case with the following properties. Viscosity varies with depth (V_s = 2.303, corresponding to a bottom to top viscosity ratio equal to 10), but not with temperature (E_a = 0). The viscosity jump at the upper/lower mantle boundary (R_H(660)) is equal to 30, and the dense material is less viscous than the regular material by two orders of magnitude (R_H = 10^{-2}). As discussed below, this case generates large thermo-chemical plumes that lead to efficient mixing between dense and regular material. It may thus be used as a reasonable reference to better understand the influence of each parameter.

In this case, the time for the onset of instability of the dense layer (τ_{onset}) is around 0.9 × 10^{-3} (i.e., a dimensional time around 0.4 Gyr). Large plumes are generated from the dense layer, entraining dense and hot material upwards (Fig. 2, plots a–d). This pattern is associated with strong chemical heterogeneities at the bottom and, to a lesser extent, at the top of the system (Fig. 2, plots e and h). Strong thermal heterogeneities are also present at the top of the system (Fig. 2, plots f and j). The power spectrum of chemical anomalies is dominated by large-scale structures with (non-dimensional) wave number up to k = 2.5 (Fig. 2e). Thermal anomalies have a wider spectrum, with wave number up to k = 3.5 (Fig. 2f). The distributions of these anomalies agree well with those from probabilistic tomography (Deschamps et al., 2007). However, piles are generated early in the run history and remain stable for a short period of time only, in the range 10^{-3} ≤ t ≤ 2.0 × 10^{-3} (0.42–0.84 Gyr). During this episode, most of the dense layer is swept out. Thermal plumes, in contrast, remain present until the end of the run. Piles are thus an efficient way to mix dense and regular material, with an estimated mixing time τ_{mix} = 5.0 × 10^{-3} (2.1 Gyr). An important consequence is that the amplitude of chemical density anomalies rapidly decreases with time.

5.2. Compositional viscosity contrast

We first explored the influence of the viscosity contrast between the dense and regular materials, varying R_H(660) in the range 3.2 × 10^{-3}–10^{-1}. Based on the variations of <\text{RMS}(v)>, we identify three regimes.

For R_H ≤ 0.1, the dense layer reaches the onset of instability within a short time (Fig. 3a). As in the reference case, we observe thermo-chemical plumes, but their size and velocity slightly decrease with increasing R_H, and they remain present for a longer time. <\text{RMS}(v)>, slowly decreases (from ~1400 to ~1200) with increasing R_H (Fig. 3d). The mixing time is thus slightly increasing, but is always smaller than the time of the run (Fig. 3c). Again, piles are associated with strong lateral density anomalies, but these anomalies sharply decrease in amplitude with time, as

Fig. 6. Same as Fig. 3, but for various values of the viscosity ratio at d = 660 km, R_H(660). Plots (c) and (d) also display the estimated mixing time and average RMS of the flow velocity for the depth viscosity ratio, R_H (open circles).
dense and regular material get mixed. The spherical harmonics power spectra of density anomalies fit RT246g well during a short period of time, but strongly disagree with them in the long term (Fig. 5, plain curves).

For $R_{\mu c} \geq 30$, the layer of dense material remains stable over long periods of time (Fig. 4, plots g and h). The layer of regular material is unstable with respect to thermal convection, and small plumes rise from a thermal boundary layer located at the top of the dense material (Fig. 4, plots i and j). These thermal plumes entrain small amounts of dense material upwards, but thermal erosion is a slow process and is not completed before the end of the run. Lateral chemical anomalies are present, but strongly localised around the boundary between the dense and regular materials (Fig. 4k). Whatever the time, models with a stable layer of dense material do not fit
RT246g (Fig. 5, long dashed curves). In the layers $660 \leq d \leq 1200$ km and $1200 \leq d \leq 2000$ km, the power of chemical density anomalies is negligible. In the layer $2000 \leq d \leq 2891$ km, it slowly increases with time, but never reaches the value observed by RT246g.

For intermediate (0.1–10) values of $R_{\mu c}$, we observe transitional patterns, in which small fingers of dense, viscous, material are entrained upwards by thermal plumes (Fig. 4, plots a and b). The number and size of thermal plumes (Fig. 4, plots c and d) are intermediate between those observed for high and low $R_{\mu c}$. $\mu_{\text{onset}}$ increases (Fig. 3a), whereas $\langle \text{RMS}(v) \rangle$ drops by $\sim 500$ (Fig. 3d). The thermo-chemical plumes remain stable for a longer period of time. The estimated mixing time sharply increases with increasing $R_{\mu c}$ (Fig. 3c). Interestingly, this pattern implies strong lateral anomalies of composition at the bottom of the system (Fig. 4e). The Fourier power spectra are wider than in the reference case, and we observe strong anomalies up to $k = 4.2$. More importantly, these anomalies are maintained for a long period of time, and agree with seismic tomography in the long term. By the end of the run, the spherical harmonics power spectra of thermal density anomalies still fit RT246g reasonably well (Fig. 5, dotted and short-dashed curves), although some discrepancies remain in the layer $660–1200$ km for all degrees of the chemical density anomalies, and for the degree 4 of the thermal density anomalies.

Three important conclusions can be drawn from this series of experiments. First, an increase in compositional viscosity contrast favours the development of small-scale structures. This observation is consistent with linear theory for Rayleigh–Taylor instabilities, which predict that plumes size and spacing increase as the plumes

![Fig. 8. Same as Fig. 5, but for various values of the viscosity ratio at $d = 660$ km, $R_{\mu 660}$](image-url)
viscosity decrease (Whitehead and Luther, 1975). Second, thermochemical plumes, and therefore lateral density anomalies, can be maintained for longer period of time as \( R_{\mu} \) increases. In other words, the mass flux within thermo-chemical plumes decreases with increasing \( R_{\mu} \). Again, this observation agrees with linear theory for Rayleigh–Taylor instabilities. Finally, for high enough values of \( R_{\mu} \) (30 and more), the dense layer remains stable during the whole run, i.e., for period of time comparable to the age of the Earth.

5.3. Depth-dependent viscosity

Viscosity variations with depth are controlled by an exponential increase with depth and a viscosity contrast at \( d = 660 \) km (\( z = 0.228 \)). We independently explored the influence of these two parameters, varying \( R_{\mu 660} \) between 1 and \( 10^3 \), and \( R_{\mu z} \) between 1 and \( 10^4 \) (0 \( \leq V_z \leq 9.210 \)). Note that for \( R_{\mu 660} \) and \( R_{\mu z} \) larger than critical values, which, in this series of experiments, are around \( 10^3 \) and \( 3.0 \times 10^3 \), respectively, the whole system is stable and does not convect.

For small (<10) values of \( R_{\mu 660} \) we observe fast, small-scale plumes entraining dense material upwards (Fig. 7, plots c and d). \( t_{onset} \) is small (Fig. 6a), around \( 5.0 \times 10^{-4} \) (0.2 Gyr) for \( R_{\mu 660} = 3 \), and the plume velocity reaches extremely large values, up to \( 10^4 \) (~6.8 cm/yr) (Fig. 6b). Similarly, \( (\text{RMS}(v))_{\text{mix}} \) is large, up to 3000 for \( R_{\mu 660} = 1 \) (Fig. 6d). The dense layer mixes with the regular material, with \( t_{\text{mix}} \leq 3.0 \times 10^{-3} \) (2.7 Gyr) (Fig. 6c). In the early stages, interconnected ridges of dense material are present at the bottom of the system (Fig. 7, plots a and b). These structures are associated with moderate density anomalies up to \( k = 4.5 \) (Fig. 7e), which are very short-lived and poorly fit RT246g (Fig. 8).

On the contrary, for \( R_{\mu 660} \geq 10 \), large-scale structures dominate the flow. For moderate (10–50) values of \( R_{\mu 660} \), we observe large thermo-chemical plumes surrounded by downwelling sheets, similar to those seen in the reference case (Fig. 2). For larger (\( 10^2 \) to \( 6.0 \times 10^2 \)) values of \( R_{\mu 660} \), large-scale structures are still present, but we note major changes in the flow pattern (Fig. 7g–j). The average flow velocity is strongly attenuated (Fig. 6b and d). Thermochemical plumes are interconnected with ridges of hot, dense material. More importantly, the viscosity contrast strongly attenuates the upward mass transfer. Thermo-chemical plumes dramatically narrow as they cross the 660 km boundary. In addition, \( t_{onset} \) sharply increases with \( R_{\mu 660} \) (Fig. 6a). The mixing of dense and regular materials is thus severely inhibited. Note that in this case, the variance in the concentration of dense particle does not well fit the function \( \xi^2 \exp(\xi)/[\exp(\xi) - 1]^2 \) (Fig. 1a), and that our estimates of the mixing time are underestimated. Strong lateral chemical density anomalies are present in the lower part of the system (Fig. 7k). Thermal density anomalies are also present, but mostly concentrate below the surface (Fig. 7l). Compared to those obtained for moderate \( R_{\mu 660} \), these anomalies are smaller in amplitude, but they are maintained for longer periods of time. Globally, their power spectra fit RT246g well (Fig. 8, short and long dashed curves). However, the power spectra of chemical density anomalies slowly decrease with time and, in the long term, disagree with RT246g.

The convective pattern sensitivity to \( R_{\mu z} \) is similar to that to \( R_{\mu 660} \), with some differences (Fig. 6c and d, open circles). For small (<5) values of \( R_{\mu z} \), the flow is dominated by fast, small-scale structures, which quickly mix dense and regular materials. For large (\( 10^2 \) to \( 10^3 \)) \( R_{\mu z} \), thermo-chemical plumes progressively narrow with altitude, and anomalies of density at the bottom of the system are maintained for long period of time.

Increasing \( R_{\mu 660} \) (or \( R_{\mu z} \)) has two main effects. First, the dense layer gets more viscous, and thus more stable (Fig. 6a). Second, it favours the development of large-scale structures, as pointed out in previous studies (Bunge et al., 1996; Tackley, 1996). Furthermore, for large (\( 10^2 \)) values of \( R_{\mu 660} \), the transfer of dense material around 660 km depth is strongly attenuated, and density anomalies are maintained in the lower part of the system for moderate periods of time.

5.4. Temperature-dependent viscosity

Finally, we performed numerical experiments for thermal viscosity contrasts between 1 (\( E_a = 0 \)) and \( 10^7 \) (\( E_a = 16.118 \)). \( t_{onset} \)
increases with $R_{\mu T}$ (Fig. 9a), but is smaller than the run duration in all cases. The flow pattern immediately after the onset of instability depends very little on $R_{\mu T}$. In all cases, we see large thermo-chemical plumes surrounded by downwelling sheets. The peak of $\text{RMS}(v)$ that follows the onset of instability remains approximately constant with $R_{\mu T}$ (Fig. 9b).

In later stages, however, the flow patterns strongly differ, depending on $R_{\mu T}$. Furthermore, $\text{RMS}(v)$ decreases with increasing $R_{\mu T}$. Overall, $\langle\text{RMS}(v)\rangle$ drops by a factor 3 between $R_{\mu T}=1$ and $R_{\mu T}=10^7$ (Fig. 9d) (note that this decrease also account for the increase in $t_{\text{onset}}$). For $R_{\mu T} \leq 10^4$, dense material concentrates in narrow ridges and is rapidly entrained upwards. Convection is efficient enough to sweep out and mix the layer of dense material within the run duration (Fig. 9c). McNamara and Zhong (2004) observed similar patterns and evolutions in spherical geometry. For larger values of $R_{\mu T}$, on the contrary, pools of dense material are generated at the foot of hot thermal plumes and survive thermal convection during the entire run (Fig. 10, plots a–d). Note that we do not observe such pools for $R_{\mu T} \leq 10^4$, even temporarily. Again, the formation of pools severely inhibits the mixing of dense and regular materials, and the mixing times calculated by Eq. (9) are strongly underestimated. The presence of pools induces strong chemical density anomalies with wave number up to $k = 4.0$ throughout the lower half of the system (Fig. 10, plots e and h). Moderate thermal density anomalies are also present at the bottom of the system, but the largest thermal anomalies are found below the surface (Fig. 10, plots f and j).

Globally, the spherical harmonics power spectra of thermal and chemical density anomalies fit RT246g better as $R_{\mu T}$ increases (Fig. 11). In particular, for $R_{\mu T} \geq 10^5$ the power spectra of chemical density anomalies in the bottom and intermediate layers remain close to those of RT246g over long periods of times. Some important discrepancies remain in the layer 660–1200 km, where the power of chemical density anomalies for all spherical harmonic degrees strongly decrease after reaching a peak, and the power of thermal density anomalies for degree 4 remain too small at any time.

**Fig. 10.** Snapshot of the case $R_{\mu T} = 10^6$ at $t=8.5 \times 10^{-3}$ (3.6 Gyr). Other parameters are as in the reference case. Plots description is similar to that in Fig. 2. In plots (c) and (d), contour levels for temperature isosurfaces are $T - \langle T \rangle = -0.25$ (blue) and $T - \langle T \rangle = 0.15$ (red). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of the article.)
A well-known effect of temperature-dependent viscosity is to weaken the vigor and efficiency of convection, especially when a stagnant lid regime is reached, i.e., for high enough values of $R_{\mu T}$ (Davaille and Jaupart, 1993; Moresi and Solomatov, 1995; Deschamps and Sotin, 2000). The critical Rayleigh number for the onset of instability increases with $R_{\mu T}$, and the heat and flow transfers are less efficient. We observe similar effects in this series of experiments, but because we prescribed a high enough Rayleigh number and included additional complexities that partly balance the thermal viscosity variations, the conditions for a stagnant lid were not reached. The decrease in the vigor and efficiency of convection is however strong enough to maintain pools of dense material at the bottom of the system for periods of time larger than the run duration.

6. Discussion and conclusions

Our goal was to start an extensive exploration of the model space of thermo-chemical convection, and identify models that explain seismic observations well, an important constraint being the presence of large density anomalies in the deep mantle (Ishii and Tromp, 1999; Resovsky and Trampert, 2003; Trampert et al., 2004). For this, we varied the parameters of the viscosity law (other important parameters are explored in a companion paper), and studied their influence on the flow pattern and on the mixing of dense and regular materials. Our approach has however some disadvantages. Linear stability analysis is a powerful tool to analytically describe the results of experiments, but it usually considers two or three parameters at a time. Because we considered too many parameters,
we did not attempt to perform such analysis. For similar reasons, we also did not build any scaling laws.

One may point out that the initial condition that consists in imposing a layer of dense material at the bottom of the system, is somewhat ad hoc. Several mechanisms, however, could explain the presence of reservoirs of dense material at the bottom of the mantle, including interactions between the liquid iron of the outer core and the silicates of the lowermost mantle (Knittle and Jeanloz, 1991), and the early differentiation of a magma ocean (Agee and Walker, 1988). Recently, Labrosse et al. (2007) showed that the crystallization of a magma ocean at the base of the mantle (resulting from the sinking of iron-rich droplets) would also result in a reservoir of dense, iron-rich material buried at the bottom of the mantle. Furthermore, this model is consistent with geochemical differences observed between chondrites and mantle rocks (Boyet and Carlson, 2006), and it explains the ultra-low seismic velocities zones (ULVZs) observed locally at the bottom of the mantle (Williams and Garnero, 1996). Another attractive scenario is the recycling of a primitive crust. Recent Sm–Nd data (Caro et al., 2003, 2005) clearly indicate that the oldest crustal rocks observed today were formed from an already depleted mantle, with an age of differentiation around 4.46 Gyr. Further geochemical constraints suggest that the complementary, enriched reservoir crystallized from a magma ocean (Caro et al., 2005) to form an early crust that has then subducted and currently reside in the deep mantle (Boyet and Carlson, 2006). This scenario is supported by recent numerical models of thermo-chemical convection (van Thienen et al., 2004, 2005), which showed that under certain conditions, a primitive crust would delaminate and sink to the bottom of the mantle within about 0.5 Gyr. Earlier models (e.g., Christensen and Hofmann, 1994) also showed that a significant amount of delaminated crust piles up in the deep mantle.

Assuming that a layer of dense material formed early in the Earth's history, a crucial question is to figure out whether this reservoir could survive (at least partially) thermal convection over time intervals comparable to the age of the Earth. Many studies focused on the role of the buoyancy ratio (Davaille, 1999; Tackley, 2002; Samuel and Farnetani, 2003; Zhong and Hager, 2003; van Thienen et al., 2005; Jaupart et al., 2007), which is undoubtedly a major controlling parameter. For values of $B$ larger than a critical value, which varies from one study to another because of differences in the experimental setups and model ingredients, the layer of dense material remains stable over 4.5 Gyr and more. We reach similar conclusions in our companion paper. However, the complete survival a thick ($\delta_{\text{DL}} = 0.1\text{D}$, and more), stable layer is not desirable, because it does not fit seismic observations (Deschamps et al., 2007; this study). On the contrary, disconnected pools or a layer with strong topography explain seismic tomography better. The 2D-Cartesian model of van Thienen et al. (2005) maintains a layer with strong (up to $10^3$ km) topography. 3D-Cartesian models, however, do not predict dense layer with strong topography. For $0.25 \leq B \leq 0.35$ (and $X = 10\%$) the observed patterns are connected ridges of dense material with moderate topography (Tackley, 2002) that does not explain RT246g well (Deschamps et al., 2007), and for $B \geq 0.4$ the layer of dense material fully covers the bottom of the box but has small topography.

As discussed above, it is not unreasonable to impose a basal layer of dense material as initial condition. A more realistic modeling, however, should also include sources and sinks of dense material. This might be achieved by using three types of particles (representing the pyrolitic, MORB, and harzburgitic compositions, respectively) rather than two, and by segregating the material at the top of the system into crustal and residual materials. This more complex modeling may allow part of the dense material entrained upwards to be trapped in the crust, and new MORB material to be recycled in the deep mantle, where it would feed reservoirs of dense material and contribute to their survival.

Cold downwellings are present in our models, but we did not specifically account for the effect of slabs on the stability of the initial layer of dense material and on the distribution of density anomalies. Slab avalanches impacting either a layer or pools of dense material are likely to deflect and destabilize these structures, which may induce strong topography (Kellogg et al., 1999). Furthermore, slabs penetrating in the lower mantle are likely to participate to the density anomalies (thermal and chemical) observed by seismic tomography. For instance, the strong discrepancies that remain between the observed (RT246g) and modeled power spectra of density anomalies in the layer 660–1200 km might be explained by slab stacking below the 660 km discontinuity and down to ~1000 km depth, as observed by regional tomography (Fukao et al., 2001).

Spherical geometry is likely to have a strong effect on the flow pattern. Compared to the 3D-Cartesian case, the stability of the bottom thermal boundary layer is increased, and the ingredients that stabilize the dense layer (large compositional viscosity ratio, large buoyancy ratio) might have more pronounced effects in spherical geometry. Note that the comparison of our 3D-Cartesian models with global seismic tomography models (which are spherically distributed) does not generate additional discrepancies because we converted Fourier spectra into spherical harmonic spectra assuming that the power per surface unit is the same in both expansion (Chevrot et al., 1998).

Due to the simplifications discussed above, the models presented in this study are still far from an accurate description of convection in the real Earth. Our approach, however, allowed identification of possible ingredients for a successful (in the sense that it fits seismic observations well) model of thermo-chemical convection. From this point of view, it is essential for a successful model to maintain pools or layer of dense material with a strong topography in the deep mantle. Too small values of $R_D$ induce fast mixing between dense and regular materials, whereas too large values of $R_D$ induce long-term stability of the dense layer. None of these cases is compatible with seismic observations. A moderate compositional viscosity contrast (typically, between 0.1 and 10) maintain strong density anomalies that fit well RT246g for a long period of time. Possible candidate for the dense material include Fe-rich perovskite and post-perovskite. To date, however, there are no estimates concerning the viscosity of these phases. A large ($\gtrsim 10^2$) viscosity contrast at $d = 660$ km inhibits the mass transfer around this depth, and maintain strong lateral chemical density anomalies over moderate ($\sim 1.5$ Gyr) time intervals. However, the distributions of these anomalies do not fit RT246g in the long term. The range of value usually assumed for the 660 km viscosity jump (around 10–30) is thus acceptable, provided that other ingredients maintain strong density anomalies in the deep mantle. Large thermal viscosity contrast maintain pools of dense material at the bottom of mantle and significant density anomalies elsewhere in the lower mantle for long periods of time. Again, the distribution of these anomalies fit well those observed by RT246g. It is usually accepted that the mantle viscosity strongly depends on temperature, but this ingredient is sometimes omitted because it induces a stagnant lid at the top of the system. In our case, however, the high Rayleigh number and the additional complexities included in our calculations prevent the development of a stagnant lid at the top of the system.

The main criteria we used to decide the validity of a convection model is its agreement with seismic tomography. It is important to test whether these models also fit other available constraints, in particular the upper mantle geotherm and the surface heat flow (Pollack et al., 1993). Table 2 lists the mean upper mantle potential temperature ($T_{\text{Mg}}$) and surface heat flow ($\Phi_{\text{surf}}$) averaged over the

last Cyr of each run for selected cases. The reference case explains well the observed surface heat flow, but has a too low temperature. Both $T_{\text{UM}}$ and $\Phi_{\text{surf}}$ decrease with increasing compositional viscosity contrast, and for $R_{H} \leq 5$ $\Phi_{\text{surf}}$ is too low. Increasing the 660 km viscosity contrast has similar effect, but the surface heat flow remains comparable to the observed continental value even for large ($3.0 \times 10^{3}$) values of $R_{H \text{660}}$. With increasing thermal viscosity contrast the upper mantle temperature increases to reasonable values, but in the meantime heat flow decreases and its value for $R_{H \text{660}} = 10^{3}$ is too low. Comparisons with heat flow should however be taken with care because published values (including the compilation by Pollack et al., 1993) are usually not corrected for the crustal heat production, and may thus overestimate the mantle heat flux. In provinces where the crust is thick (e.g., beneath cratons) the crustal contribution to the surface heat flow is thus 2.4 mW/m$^2$.

---

Table 2: Predicted upper mantle temperature and surface heat flow for selected cases

<table>
<thead>
<tr>
<th>Case</th>
<th>$T_{\text{UM}}$ (K)</th>
<th>$\Phi_{\text{surf}}$ (mW/m$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference case</td>
<td>970</td>
<td>77.5</td>
</tr>
<tr>
<td>$R_{H1} = 1.0$</td>
<td>920</td>
<td>77.3</td>
</tr>
<tr>
<td>$R_{H1} = 10$</td>
<td>820</td>
<td>52.5</td>
</tr>
<tr>
<td>$R_{H1} = 10^{2}$</td>
<td>760</td>
<td>43.4</td>
</tr>
<tr>
<td>$R_{H660} = 3.0$</td>
<td>1140</td>
<td>100.0</td>
</tr>
<tr>
<td>$R_{H660} = 3.0 \times 10^{2}$</td>
<td>840</td>
<td>61.0</td>
</tr>
<tr>
<td>$R_{H2} = 10^{3}$</td>
<td>1140</td>
<td>73.0</td>
</tr>
<tr>
<td>$R_{H2} = 10^{4}$</td>
<td>1280</td>
<td>69.7</td>
</tr>
<tr>
<td>$R_{H2} = 10^{6}$</td>
<td>1280</td>
<td>46.5</td>
</tr>
</tbody>
</table>
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